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Abstract

This paper provides empirical evidence for the role of political leadership in economic

performance. Although “good political leadership” is often cited as important, empir-

ical tests are suspect because good leadership is typically an ex-post conclusion. We

posit that good leaders are committed to economic performance and that this commit-

ment will be evident in their public announcements. Taking advantage of recent devel-

opments in machine learning, we apply Latent Dirichlet Allocation (LDA) to quantify

the priorities expressed in U.S governors’ State of the State Addresses. We validate the

approach by showing that these thematic contents mirror objective measures of actual

future state budgets. More importantly, we find strong evidence that consistency on

priorities predicts measures of economic performance. The approach developed and

expounded upon in this paper shows that a leader’s commitment to economic perfor-

mance can be measured objectively and that this commitment has real and measurable

consequences. (JEL C38, O21, P16, R50, H52)
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1 Introduction

In 2010, the United Nation Commission on Growth and Development published a report on the
role of political leadership for economic growth (David and Michael, 2010) with the goal of en-
couraging economists and policy practitioners to recognize the role of political leaders in economic
development. That report lamented the paucity of rigorous analyses on the subject and expressed
hope that the report would spur research on the role of leadership in economic growth.

Anecdotal evidence on the importance of leaders for policy success abound. Listing what she
terms “Ten lessons for successful Reforms” (lessons learned from leading Nigeria’s reforms agenda
of 2003-2006) Okonjo-Iweala (2012, p. 129) states that: “Even if a first-rate team is assembled,
reform will not occur without the political will and support of the head of state. In fact, there is
little point to embarking on reform unless there is a demand for it by the top leadership.” Schneider
et al. (2017) documents the instrumental role of Ecuador president, Rafael Correa, in pushing for
reforms of the country’s education system. That reform propelled Ecuador’s student’s performance
in international tests from the worst to one of the best of fifteen Latin American countries.

Formal research on the role of political leaders for economic growth is sparse. Jones and Olken
(2005) compares the average growth rate before and after a political leader death, and concluded
that the difference is statistically significant, suggesting that leadership does matter for economic
growth. Easterly and Pennings (2016) disputes the findings in Jones and Olken (2005), arguing
that controlling for exogenous shocks renders their results tenuous at best. Besley et al. (2011)
shows that leaders’ characteristics, such as education, matter for economic growth. Blinder and
Watson (2016) shows that the U.S economy tends to perform better under democratic rather than
republican leadership; Neumeier (2018) shows that, in the U.S., the tenure of Chief Executive
Officer (CEO) governors is associated with better economic performance.

A major challenge for testing the role of political leadership and economic development is
the lack of an objective measure of leadership. As Easterly and Pennings (2016) points out, the
designation of a ‘good’ or ‘bad’ leader is typically based on some ex post measures of success.
A formal test of the role of leadership requires an ex ante measure of the qualities that make for
good leadership. Similarly, Besley et al. (2011) concludes that “the exact mechanism at work in
explaining how leadership matter remains opaque.”

The existing literature has empirically shown that leadership matters for economic growth,
mostly by comparing growth rate under different leadership. However, the literature falls short in
providing the mechanism by which leadership matters. The current paper explores the possibility
of using the thematic contents of speeches to identify the mechanism by which leaders affect the
economy. By quantifying the thematic contents of leaders’ public statements, we can demonstrate
whether those speeches reveal leaders’ priorities and whether those priorities translate into policy
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actions that explain the positive role of leadership for economic growth. Further, by establishing
that priorities can be measured in this way, we make the case that topic modeling techniques are
potentially useful in measuring leaders’ priorities and the association of these priorities and some
economic outcomes.

The analysis of speeches to study leaders is widely used and accepted in many fields (e.g. Po-
litical Science, History, Accounting and Management). Winter (2005) notes that the "one kind of
data from political leaders that is produced and preserved in abundance" is their words. Politi-
cal leaders communicate their agenda, mobilize followers, and research suggests that their public
statements reflect what they wants, and what they are pledging to be (Hermann, 2008). Grim-
mer (2010) identifies the expressed agendas of the U.S senators, using the senate Press Releases.
Hermann et al. (2001) shows that political leaders’ public statements can be used to study their
leadership styles (for example, the goal driven leaders are persistent in what they say, whereas the
opportunistic leaders tend to respond to news, and find it difficult to have a consistent message
over time). In explaining the role of president Correa of Ecuador in the impressive educational re-
forms of his country, Schneider et al. (2017) states: “While electoral campaigns in Latin America,
and elsewhere, often promise education reform, Correa kept education in the spotlight not only
during the campaign but also throughout his three terms in office. Few Ecuadoreans doubted his
personal conviction about the importance of education quality and equity.” That is, his relentless
commitment to his education reform was readily identifiable in his public statements.

Text analytics techniques offer means to systematically quantify these types of relentless com-
mitments of political leaders through the quantification of thematic contents of their speeches over
time. For instance, is a particular theme consistently present and at high proportion in a leader’s
important speeches? Does the consistency over time suggest a commitment to an agenda? is
a leader’s commitment to an agenda conducive to success? Topic modeling algorithms provide a
path to answering these questions. These techniques are gaining acceptance in the mainstream eco-
nomics literature, (Boukus and Rosenberg, 2006; Einav and Levin, 2014; Romer and Romer, 2015;
Alexopoulos and Cohen, 2015; Baker et al., 2016; Hansen and McMahon, 2016; Mullainathan and
Spiess, 2017; Shapiro et al., 2017; Gentzkow et al., 2017). The use of text analytics offers an
opportunity to study economic questions previously thought too nebulous to approach rigorously.
Political leadership is an example of such an interesting, but difficult question to study with tradi-
tional structured data (David and Michael, 2010).

In sum, the goal of this paper is to show that political leaders’ priorities can be measured
through their public statements; by showing that the U.S. governors’ priorities expressed in their
State of the State Addresses (SoSAs) strongly correlate with their priorities expressed in the struc-
ture of their states budgets. The paper uses data on U.S governnors’ SoSAs and their states’ bud-
gets because these data appear fitting for testing the ability of topic modeling to uncover leaders’
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professed priorities. By design, the SoSA is used by the governors to lay out their policy prior-
ities (Ferguson, 2006, p. 36); and in most states, the governor has full budgetary responsibility,
conferring him or her the prerogative to reveal his or her priorities by shaping the state budget
(Heidbreder, 2012). Thus, we hypothesize a strong correlation between the two channels through
which U.S. governors display their priorities. We identify the thematic contents of governors’
speeches using text analytics and machine-learning techniques, particularly, the Latent Dirichlet
Allocation algorithm (also known as topic modeling). We then use the Canonical Correlation Anal-
ysis approach to test the strength of the correlation between the governors’ priorities expressed in
the speeches and the priorities shown in the structure of the states’ budgets. The ability to measure
political leaders’ priorities through their speeches open a pathway to studying political leaders’
commitments to development agendas and national economic progress. In fact, to motivate the
relevance of such methodological approach to studying leadership and economic development, af-
ter presenting the idea of topic modeling, we illustrate its use to study the association of leaders’
commitment to their economic agenda and business expansion in U.S states in Section 2. Section 3
demonstrates that topic modeling is a viable approach to measuring leaders’ priorities. We discuss
the main findings and their implications in Section 4, and conclude in Section 5.

2 LDA and leadership studies

We start by explaining the idea of topic modeling, then show that U.S governors’ professed com-
mitment to their economic agenda is strongly associated with business expansion in their state.

2.1 The State of the State Addresses, and topics extraction

The raw data consists of 596 SoSAs given by 153 U.S governors from 2001 to 2013. As is cus-
tomary in the literature, the speeches are pre-processed to remove link words (such as: a, the, and,
for etc.) and common English words (e.g.: during, each, some, very, their, being etc.). Further,
longer words are truncated to their roots. For example, education, educated and educating, having
the same root are all truncated to educ. We also remove words that are less than 4 characters, and
words that are in less than 20% of the speeches (rare words). The pre-processing leaves a total
of 1034 unique words. The data then consists of a matrix, W, with 596 rows (or observations)
representing speeches and 1034 columns (or variables) giving the counts of words in each speech.

Because, even after preprocessing, the number of unique words remains large, some kind of
dimension reduction procedure is typically deemed necessary. The traditional approach, popular
in the linguistics literature, is Latent Semantic Analysis (LSA). LSA achieves the dimension re-
duction by applying Singular Value Decomposition (SVD) methods to the matrix of words counts
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(Deerwester et al., 1990). As such, the method is equivalent to Principal Components Analysis
(PCA) methods (Shlens, 2014). Landauer et al. (2007) present theoretical linguistics arguments
demonstrating that meaning can be extracted from this decomposition. In the economics literature,
Boukus and Rosenberg (2006) has employed LSA to show that the themes of the Federal Open
Market Committee (FOMC) minutes are correlated with current and future economic conditions1.

Hofmann (1999) criticizes the LSA approach, noting that LSA is not based on an explicit data
generative process and hence is not suitable for formal statistical inferences. Hofmann (1999,
2001) developed the Probabilistic Latent Semantic Analysis (PLSA) to address this shortcoming.
The approach taken in this paper, Latent Dirichlet Allocation (LDA), is a Bayesian approach to
the PLSA model. The Bayesian approach has the advantage of being less prone to overfitting the
sample data, compared to the Maximum Likelihood approach of PLSA.

Section 2.2 and Appendix A contains an extended formal description LDA. Here we present a
heuristic development of the approach and describe how the results can be interpreted. Consider
decomposing the matrix of words counts, W, as follows:

WD,V ' θD,KφK,V

where θ is a matrix of topic distribution over documents, and φ is a matrix of word distributions
over topics. D represents the number of documents (or speeches), and V is the vocabulary list, i.e.
the list of unique words. In this setting, φ contains a collection of words grouped into a small
number (K) of topics and θ contains the percentage of each topic contained in each speech. Thus,
the first column of θ represents the Topic 1 proportions in each of the documents. The first row of
φ represents the words’ relative importance for Topic 1. Sorting the first row of φ in decreasing
order of the words’ relative importance aids in interpreting the meaning of Topic 1. The remaining
topics are treated similarly.

Parallel to PCA, in LDA, the θ matrix is the matrix of document components scores, and the φ

matrix is the matrix of loadings. A major difference between PCA and LDA is that the components
and the loadings values are interpreted as probability values; θ and φ are parameter estimates of
probability models. It is also helpful to think of each element of the θ matrix as the value of an
index, and the rows of φ as the contribution of each word to the definition of the index (see equation
A.8 and A.9 in appendix A).

1Factorial Analysis methods, particularly, Principal Component Analysis (PCA) methods are widely used in eco-
nomics. They are used to construct index of multidimensional measures of wellbeing (Ram, 1982; Bérenger and
Verdier-Chouchane, 2007; Decancq and Lugo, 2013). Along the same line, Tabellini (2010), employs among other
tools, a PCA method to construct a cultural index to study the importance of culture for economic development;
Temple and Johnson (1998), constructs an index of social development.

Moreover, it has been shown that theses factor models methods can help improve forecasts in time series analysis
(Stock and Watson, 2011; Bai and Wang, 2016); they also provide efficient instruments (Bai and Ng, 2010; Kapetanios
and Marcellino, 2010).
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A few simple examples, using six documents (each, a vector of 1034 unique words), illustrate
how LDA results can be interpreted. Beginning with 2 topics model, we collapse the matrix of
words distribution into a matrix of two topics distribution (See Table 1 and 2).

Table 1: Example of topics distribution when K, the number of topics imposed, is 2.

Topic.1 Topic.2

Alabama_2001_D_1.txt 0.75 0.25
Alabama_2002_D_2.txt 0.65 0.35
Alabama_2003_R_3.txt 0.26 0.74
Alabama_2004_R_4.txt 0.38 0.62
Alabama_2005_R_5.txt 0.50 0.50
Alabama_2006_R_6.txt 0.45 0.55

The first row of Table 1 shows that Topic 1 occupies about 75% of Alabama’s SoSA of 2001.
Topic 2 occupies about 25%. The SoSA of Alabama in 2001 and 2002 are similar (they are very
high on Topic 1), and those of 2005 and 2006 are also similar. The approach provides a rigorous
and quantifiable method for arriving at these conclusions. Table 2 gives the first few words of the
transpose of the φ matrix. Note that in this table, the words’ relative weights are replaced with
the words themselves. Thus, for each column, the first word is the word with the highest weight.
Examining these words may be useful in interpreting the topics (columns) in Table 1.

Table 2: Descending, ordered list of the most weighted words for each topic

Topic 1 Topic 2

school budget
educ fund
work govern
help peopl

econom million
children work
famili make
health public
busi propos

nation servic
make chang
creat program

student know
teach spend
invest come
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Interpreting the individual topics found by LDA can be difficult at times. In the present case,
however, identifying Topic 1 as education and Topic 2 as funding appears relatively uncontrover-
sial. Thus, we surmise that the governor’s priorities in 2001 and 2002 were education, whereas the
governor’s priorities in 2003 and 2004 were budgetary issues.

Next, by moving from two to three topics (K = 3), that is splitting the speeches into three
topics, it appears that the speeches of 2001 and 2002 are not that similar, and those of 2005, and
2006 remain quite similar (see Table 3 ). The speeches of 2003 and 2004 appear similar with
respect to Topic 2. Increasing the number of topics, i.e. the level of detailed decomposition of the
speeches, allows for finer exposition of differences or similarities between speeches.

Table 3: Example of topics distribution when K, the number of topics imposed, is 3.

Topic.1 Topic.2 Topic.3

Alabama_2001_D_1.txt 0.13 0.29 0.58
Alabama_2002_D_2.txt 0.11 0.47 0.41
Alabama_2003_R_3.txt 0.48 0.42 0.10
Alabama_2004_R_4.txt 0.37 0.39 0.24
Alabama_2005_R_5.txt 0.28 0.41 0.31
Alabama_2006_R_6.txt 0.30 0.37 0.33

In sum, these examples highlight two points: 1) setting the number of topics determines the
level of detail: the higher the number of topics, the higher the level of granularity; and 2), examin-
ing topics proportions reveals differences and similarities between speeches or between governors.
Of course, this leaves open the questions of whether these differences reflect differences in pol-
icy priorities and whether these professed priorities translate into actions. Section 3.2.1 addresses
these questions.

2.2 Latent Dirichlet Allocation: the data generative process

This section provides a rigorous exposition of topic modeling and presents the data generative pro-
cess used to estimate the θ and φ matrices. LDA is a generative model that represents documents
as being generated by a random mixture over latent variables called topics (Blei et al., 2003). A
topic is defined as a distribution over words. For a given corpus (a collection of documents) of D

documents each of length Nd , the generative process for LDA is defined as follows:

1. For each topic k, draw a distribution over words φk ∼ Dirichlet(β ) with k = {1,2, ...K}

2. For each document d:
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(a) Draw a vector of topic proportions θd ∼ Dirichlet(α)

(b) For each word i

i. Draw a topic assignment zd,n ∼ multinomial(θd) with zd,n ∈ {1,2, ...,K}
ii. Draw a word wd,v ∼ multinomial(φk=zd,n) with wd,v ∈ {1,2, ...,V}

The above generative process allows us to construct an explicit joint likelihood of the observed
and hidden variables. Markov Chain Monte Carlo (MCMC), or Variational Bayes methods can
then be used to estimate the parameters θ and φ (See Blei et al., 2003; Griffiths and Steyvers,
2004; Steyvers and Griffiths, 2007; Blei, 2012 for further exposition of the method). We derive
the posterior distribution of the θs and φs in appendix A.1. Software for estimating the topics of a
corpus exist (see Grun and Hornik (2011); Silge and Robinson (2017, chap. 6))2.

2.3 Applying LDA for political leadership studies

Before demonstrating that topic modeling can be used to measure leaders’ professed priorities,
we illustrate the usefulness of topic modeling for leadership studies by applying LDA to explore
the association between the consistency with which U.S governors talk about the economy and
business expansion in their states.

2.3.1 Leaders’ consistency measure

We postulate, after Hermann (2008), that talking persistently about an issue is a sign of commit-
ment to an agenda, which we term professed agenda after Grimmer (2010). The log of the inverse
of the coefficient of variation captures the idea of professed agenda. Formally, let θi,k,l be the share
of topic k, (k = {1,2..K}), for governor i’s, (i = {1,2, ...,N}) speech at year l (l = {1,2, ...,L}).
Then

θ̄i,k =
∑

L
l=1 θi,k,l

L
gives an idea of the overall importance of topic k in governor i combined speeches.

si,k =

√
∑

L
l=1(θi,k,l− θ̄i,k)2

L−1

gives the level of year to year variations of topic k in governor i speeches; and

Ci,k = log(
θ̄i,k

si,k
)

2The tools we refer to are based on the R statistical software; mostly because we are most familiar with
these tools. But, similar tools exist for Python users. Mallet is another popular software, and can be found at:
http://mallet.cs.umass.edu/topics.php
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Figure 1: Distributions of the consistency measure for K = 4 topics, for all governors

is what we term consistency measure.
The intuition of this measure is that consistency implies low variance, which is captured in

the formula by having si,k in the denominator. However, a low variance alone is not enough to
conclude that a particular topic is important for a governor. Hence, the mean θ̄i,k in the numerator.
Consequently, the consistency measure is high when on average the governor talks abundantly
about the topic with low variations from year to year. The log is used to curb potential outliers.

Considering a 4 topics model, Fig. 1 shows the distribution of the consistency measure by
Topic3. The vertical line in each histogram indicates the mean of the consistency measure.

Here, we address a few general concerns relating to the selection of K, and the appropriate
sample size.

Several methods for selecting K have been suggested (Airoldi et al., 2010; Taddy, 2012; Gr-
bovic et al., 2014; Cheng et al., 2015). None of them seems satisfactory, and it is customary to
select K arbitrarily. According to (Gentzkow et al., 2017, p.18), “it is very common to simply
start with a number of topics on the order of ten, and then adjust the number of topics in whatever
direction seems to improve interpretability.” In this paper we adopt the principle that the optimal
number of topics depends on the particular problem at hand. In this section, we wish to investigate
the relationship between governors’ consistency on themes and business establishment entry rate.
For this reason, we choose the number of topics based on the adjusted R squared, derived from
OLS. We found K = 4 to be a reasonable choice for analyzing this relationship (see Appendix B.1
for further details on how we arrive at choosing K = 4).

In a simulation and empirical study, Tang et al. (2014) conclude that for D, and V sufficiently

3Histograms are used instead of a summary table to show the distribution of the variables
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large, and K reasonably small, the topics estimates from LDA are robust to changes in D, and V .
In light of their findings, there is no cause for concern for our sample size, as long as K is not
too large. Moreover, to be conservative, we ran the LDA algorithm ten times, and average the
results, since the estimation method (MCMC) is numeric and do not have a guaranteed unique
global optimum4.

2.3.2 The outcome variables: establishment net entry rate

The annual establishment net entry rate at state level is the dependent variable used for the anal-
ysis in this section. The establishment data was collected from the US Census Bureau, Business
Dynamics Statistics website. The annual net entry rate was computed following the formula:

entry_ratet,s =
estabt,s− estabt−1,s

estabt−1,s
×1000,

where:

• entry_ratet,s is the business establishment net entry rate at year t in state s.

• estabt,s and estabt−1,s are the total number of business establishments at year t and t-1,
respectively, in state s.

• The entry rate was scaled up by 1000, for interpretational convenience.

Similarly, we compute the US annual business establishment net entry rate as:

usa_entry_ratet,s =
usa_estabt−usa_estabt−1

usa_estabt−1
×1000,

We postulate that if a governor’s action has an impact in the economy, that impact will be
observed in the future. So, early 2001 SoSA is matched with 2001 end of year account of estab-
lishment net entry rate, which we refer to as one period lead5. We call it two period lead if we
match early 2001 SoSA with 2002 end of year net entry rate, and three period lead if we match
early 2001 SoSA with 2003 end of year net entry rate.

The data are aggregated by governor’s term of four years. Therefore, for a governor of 2001 to
2004, the one period lead average net entry rate is computed as:

4The issue of properly choosing K falls into the well known concept of variance-bias trade-off in the machine learn-
ing literature. For K large enough, we get unbiased topics estimates susceptible of capturing minuscule differences
between observations (unbiasedness), but we run the risk of overfiting the data, that is, the topics estimates become
too sensitive to the sample at hand because less data is used to estimate each parameter (variability).

5Again, the SoSA is generally delivered in January, and the entry rate are end of year account of business entries
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Figure 2: Distribution of per governor average establishment entry rate.

Ei =
∑

2004
t=2001 NetEntryRatet

4
From an initial data set of 596 observations, the aggregated data consists of 125 observations,

where a governor of a single term is the unit of observation. We choose a term as the unit of
observation because political leaders tend to shift their focus from term to term.

Fig. 2 (From left to right) shows the distributions of the average business establishment net
entry rate for one, two and three period lead.

2.3.3 Governors’ consistency and average business establishment net entry rate

The basic model regresses the average business establishment net entry rate (Ei) on the consistency
over topics Ci,k, controlling for the U.S entry rate, as follows:

Ei ∼ Normal(µi,σ
2)

µi = β0 +β1EUSi +
K

∑
k=1

τkCi,k

β0,β1,τk ∼ Normal(0,100)

σ ∼Uni f orm(0,25),

where K = 4 is the number of topics, and EUSi is the average business establishment net entry rate
of the US during governor i’s term. EUSi accounts for the state of the US economy.
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Figure 3: Plots of the regression parameters posterior estimates.

We employ a Bayesian regression approach with noncommittal broad priors on the parameters
β0,β1,τk, and σ so that the priors have minimal influence on the posteriors. These assumed prior
distributions yield posterior mean estimates very similar to the Maximum Likelihood Estimates
(MLE). We opted for a Bayesian regression to get the full posterior distributions of the parameters
(see Appendix B.2). Thus, instead of point estimates given by OLS, or MLE, Bayesian regression
gives a range of credible parameters estimates consistent with the observed data. The Quadratic
Approximation (Maximum a Posteriori) estimation method is used to compute the posteriors esti-
mates of the model parameters. For simple models like ours, this approach works very well, and
often yields the exact posterior distribution (McElreath, 2016, p.41).

Fig. 3 shows the plot of the regression coefficients. The results suggest that only Topic 2 is
unambiguously and strongly associated with average business establishment net entry rate; this
association is positive and the 95% highest posterior density interval (HPDI) does not contain
zero. The results are similar whether the outcome variable is the one, the two, or the three period
lead. The results indicate that the consistency measure of Topic 2 captures something meaningful
in explaining the variations in the establishment entry rate variables. Table 4 reveals that Topic.2
refers to an economic agenda, as words related to investment, building, creating, producing, energy,
company, business, and economy are prominent in conferring a meaning to topic 2.

Topic 1 is marginally strong and is positively associated with business entry rate, particularly
for the one and two period leads. Topic 1 refers to budgetary issues, with expansionary tone, as
the words such as increase, fund, provide would suggest. Topic 3 and 4 are weakly and negatively
associated with business entry rate. While Topic 4 can be interpreted as a combination of education
and health care, it is not clear what Topic 3 is.
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Table 4: Descending, ordered list of the important words for each topic

Topic 1 Topic 2 Topic 3 Topic 4

fund econom peopl school
budget busi govern educ
million work make children
increas creat work health
propos energi know teach

program develop come student
servic nation just famili
govern futur governor help
provid build chang make
dollar help like care
revenu invest reform high
system compani look program
legisl peopl money nation
educ produc good colleg

depart communiti right work
reduc opportun better invest
addit make take learn

continu industri said child
feder world public provid
cost plan believ insur

public grow busi improv
spend home billion parent
includ continu budget succeed

support strong bill better
current effort give system
work innov place increas
issu leader spend communiti

health technolog import qualiti
econom protect differ best
address famili live live
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Figure 4: Scatterplot of consistency over economic theme and average business net entry rate.

Fig. 3 and Table 4 show a strong positive association between the U.S governors’ commit-
ment to their economic agendas (as measured by the consistency with which they talk about the
economy) and the rate of business entry in their states. Fig. 4 shows the relationship between
consistency over economic issues and average business establishments net entry rate.

A major gap in the current literature on leadership and economic growth is our inability to
explain the mechanism by which leaders may affect the economy. An advantageous feature of topic
modeling is that we can refer to the leaders’ speeches to identify what the governors profess to be
doing. The excerpts (Fig. 5, and 6) highlight the content of four speeches by four “high achieving”
governors, whom we identified on the scatterplot in Fig. 4 (Janet Napolitano of Arizona, Gary
Herbert of Utah, Rick Scott of Florida, and Bill Richardson of New Mexico). The excerpts show
evidence of policy actions, which are indeed expected to increase the number of establishments in
the states if they are successful.
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Figure 5: Excerpt of a few state’ State of State Addresses (1)

(a) Excerpt of the state of state address (Arizona 2003)

(b) New Mexico 2003
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Figure 6: Excerpt of a few state’ State of State Addresses (2)

(a) Utah 2011

(b) Florida 2011

To summarize, the goal of this section 2.3 was to provide a use case of topic modeling for
studying political leadership. We have shown that the U.S governors’ commitment to their eco-
nomic agenda, as measure by the consistency with which they address economic issues is strongly
and positively associated with high business expansion in their states. Moreover, by identifying
economically high achieving governors, we got a glimpse at policy actions they undertook. Thus,
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instead of studying changes on growth rate associated with leadership changes (as in Jones and
Olken (2005); Blinder and Watson (2016)) and associations between leaders characteristics and
economic growth (as in Besley et al. (2011)), topic modeling offers a window for identifying the
actions taken by leaders to achieve economic success (as the excerpts in Fig. 5 and 6 show). It
should be mentioned that our findings are robust to alternative choices of K.

3 LDA topics as proxies for leaders’ priorities

After presenting a use case of topic modeling for leadership studies in Section 2.3, we now demon-
strate why the topics identified by topic modeling algorithms are good proxies for leaders’ pro-
fessed priorities. To do so, we study the association between topics discovered through LDA and
state expenditures, using the Canonical Correlation Analysis (CCA) method.

The logic of our argument is based on the following assumptions:

1. The SoSA is a platform the governor uses to lay out his or her budgetary and policy priorities
for the next fiscal year.

2. The next fiscal year actual budget can be seen as the actualized budgetary priorities.

3. If the estimated topics distribution is capturing the priorities expressed in the SoSAs, then
some of these estimated topics must be correlated with the actualized budgetary priorities;
in an expected fashion.

We use CCA to assess these claims.
The states’ expenditures data were collected from the Census Bureau, the State Government

Finances website. The selected spending variables are: expenditures on education, health care,
public welfare, and highways. Because the spending scales are different across states, we use the
z-scores computed by state. Moreover, to remove the time trend of state spending, the z-scores

were linearly detrended to get the fluctuations around the linear trend. Formally, the education
expenditure variable (z-scores) was constructed as follows:

Educ_expends,t =
Xs,t− X̄s

sXs

where Xs,t is the state s spending in education in year t, X̄s is the state s average spending on edu-
cation for the study period. sXs is the state s standard deviation of the variable X . The constructed
variables were linearly detrended to remove the time trend.

All the expenditures variables were constructed similarly. Fig. 7 shows how the detrended
z-scores for spending on education have evolved over time in a selected set of states. The colors
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indicate changes in governor’ terms. It can be noted from the graph that Florida’s spending on
education has increased steadily under governor Jeb Bush, then fluctuated downward after his
tenure. In New Mexico, education experienced a budget increase during the first term of Governor
Bill Richardson, then decreased since the beginning of his second term. It appears that the governor
interest in education has diminished after his first term. In fact, while education issues occupied
a disproportionate high share (on average) of his SoSAs during his first term, education occupied
a disproportionate low share of his SoSAs during his second term. New York education system
experienced a budget increase under governor George Pataki two terms then became volatile before
decreasing persistently after his tenure. Oklahoma has had a steady increase of its education budget
during governor Brad Henry first term and the first half of his second term, before falling steadily
since 2009. Virginia experienced a persistent increase of its education budget from 2003 to 2008,
then fell drastically in 2009, and has remained low since then.

For the analysis that follows, we use the entire sample from 2001 to 2013, the longest time
span for which we have a full range of SoSAs. Note that the SoSA is given at the beginning of
each year, whereas the expenditures refer to fiscal year accounting of state spending, which start
generally in July first. The speech is the statement of priorities and the expenditures reflect policy
actions.

3.1 Methodology

CCA is used to analyze the linear association between themes in the governors’ speeches, and their
respective states spending. CCA aims at identifying the structural relationship between a set of X

variables and a set of Y variables. It does so by projecting the data into a lower dimensional space
where the correlation between the newly constructed X̃ and Ỹ canonical variates are maximized
(Hardoon et al. (2004); Alissa and K. (2005); Johnson and Wichern (2007, Chapter 10)).

CCA involves constructing indexes of sets of variables, in such a way that the correlation
between the first index derived from the Y variables (Ỹ1 = ∑

q
j=1 b1 jYj) and the first index derived

from the X variable (X̃1 =∑
K
k=1 a1kXk) is maximized, and the indexes from the same set of variables

are orthogonal. Each index is interpreted by identifying the raw variables that contribute the most
to its construction. Specifically, the correlation between the index (canonical variate) and the
raw variables shows the variables that contribute the most to the construction of the index (see
Appendix A.2 for further exposition of the CCA method).

A main benefit of CCA over regular multivariate regression (MANCOVA for example) is its
ability to efficiently reveal the fundamental relationship between two set of variables (X and Y

), especially in a situation where there is a large number of correlated variables. Multivariate
regression with too many Y variables yields too many coefficients to interpret. For example, a
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Figure 7: Time series plot of five states’ spending on education (detrended z-score values)

multivariate regression of four Y variables on ten X variables will yield forty regression coefficients
to interpret, while substantial correlation among the X variables may also reduce the quality of
the coefficients. In fact, the CCA method has been used in economics as an effective dimension
reduction method (Jacobs and Otter, 2008; Breitung and Pigorsch, 2013).
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To select K, we iteratively fit a canonical correlation model by increasing K (from 2 to 50)
until the marginal benefit for adding an additional unit of K is close to zero. K = 10 appears to be a
reasonable number of topics to consider and we conduct the remainder of the analysis with this K.
Incidentally, K = 10 is the number Gentzkow et al. (2017) suggests that the researcher start with.

To summarize, our methodological approach which we term LDA-CCA goes through three
steps:

1. After pre-processing the 596 SoSAs (which yields 1034 unique words), we use the matrix
of words counts to estimate the topics distributions in each document via LDA. The topics
distributions are estimated for a varying number of topics K (Tables 1 and 3 are examples of
topics distributions within documents for K = 2 and 3 respectively). To be conservative, we
ran LDA ten times, then averaged the parameters estimates.

2. Then, we iteratively fit a CCA of the estimated topics and the expenditure variables, changing
the number of topics K from 2 to 50 to decide on a reasonable K. K = 10 seems reasonable
for the analysis (Fig B.3).

3. Last, we perform a CCA of a set of 10 topics data matrix and a set of 4 expenditure variables.
The goal is to uncover the fundamental linear association between the two datasets.

The approach taken in this paper (LDA-CCA) were independently proposed in Rasiwasia et al.
(2010), in which the goal was to improve documents or picture retrieval algorithms using CCA
methods to link text data and picture data.

3.2 Results

Associating priorities with the topics identified in the speeches is critical for the analysis of this
paper. Table D.1 in appendix D provides a list of words for each of a selected set of topics, and
these lists can be useful for associating priorities with topics. That table suggests that Topic 1
concerns energy production, and the economy; Topic 2 is about reforms, mostly about tax reform.
Topic 4 seems to be about general provision of public services. Topic 7 concerns balancing budget,
Topic 9 is about health care; and Topic 10 concerns education, technology and innovation.

The conclusion that a governor’s speech is heavily weighted with a particular topic, does not
necessarily imply that the topic is a budgetary priority. A speech devoted to denigrating the value
of higher education and proposing detailed cuts would be heavily weighted to Topic 10, the higher
education topic. It is revealing, therefore, to examine the words in the context of speeches with
high concentration of the topic. Fig E.1 and E.2 in appendix E show excerpts of the SoSAs in
Maryland 2001 and Nebraska 2011. These two excerpts contain a high share of the higher educa-
tion theme (about 30% and 22% respectively from a 10 topics set). The excerpts are constructed
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by highlighting a few of the topic key words in the speeches, then identifying the section of the
speeches where we observe most of the highlight. The two excerpts reveal a key feature of topic
modeling. Beyond merely identifying the degree to which a topic is covered in a speech, we can
also examine how that topic is covered in a particular speech.

From Fig. E.1, observe that the governor of Maryland of 2001, not only has a vision for
his education policy, prior to becoming a governor, had taught for 27 years at the University of
Maryland, College Park. In his speech, he mentions that his administration increased education
spending by 70% in a 6 years period. Details about the foundations of his vision for education
and how to achieve that vision are stated in the speech. On Fig. E.2, the governor of Nebraska of
2011 clearly states that education, particularly higher education, research and innovation are high
priority for Nebraska. Consequently, despite budget shortfall, the education budget was increased,
while budget cuts are implemented elsewhere. Further, education initiatives are delineated in the
speech.

Fig. 8 shows the relationship between the importance of Topic 10 and state spending on edu-
cation in a selected number of states. It appears that, in general, the education priority expressed
in the speeches matches the education priority expressed in the states’ budgets.

3.2.1 Main results

The hypothesis of no correlation between the two sets of variables is rejected with a high level of
significance (Wilks’ λ = 0.8 with a p− value ' 0), which suggests that the thematic contents of
the speeches (X = θ variables) significantly correlate with the spending variables (Y variables).
Detailed model output is presented in Appendix C.1.

The first canonical correlation is about 0.35, which implies that about 13% of the variation of
the first canonical variate of the economic variables is explained by the first canonical variate of the
topics. In sum, there does seem to be a relationship between the topics covered in the governors’
SoSA and the structure of their states’ expenditures. That relationship can be understood from the
first pair of canonical variates. A canonical variate is a linear index variable, and is interpreted by
identifying the raw (or initial) variables that contribute most to its construction. Identifying the
contributing variables gives insight into the relationship between the X and Y variables.

From Table 5, the R column, it can be noted that the education expenditure variable, followed
by the health care expenditure variable contribute mostly to the first canonical variate of the ex-
penditure variables. The shared variance between the first canonical variate of the expenditure
variables and the education spending variable is about 96%; and that with the health care spend-
ing variable is 15%. Likewise, The R column of the table suggests that the topics 4, 7, 9 and 10
contribute the most to the variation observed on the first canonical variate derived from the topics.
Their shared variances are about 15%, 15%, 46% and 8%, respectively.
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Figure 8: Relationship between the state expenditure on education (detrended values of the z-
scores) and the educational content of the governors’ SoSA.

Examining the third column (Topics words column) of Table 5 reveals that Topic 9 concerns
to health care and Topic 10 concerns a combination of education, innovation, and Technology. An
extended words table can be found in Appendix D. Topic 10 can be clearly identified by looking
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Table 5: Correlation (R) between the first pair of canonical variates and the raw variables

R RSquared Topics words

welfare_expend -0.09 0.01
highways_expend -0.26 0.07

health_expend -0.39 0.15
educ_expend -0.98 0.96

Can Corr (Pair 1) 0.35 0.13
Topic.4 0.39 0.15 work, depart, legisl, develop, issu, effort, servic
Topic.7 0.39 0.15 budget, govern, econom, make, educ, work, busi
Topic.2 0.25 0.06 reform, govern, system, spend, chang, school, incom
Topic.5 0.08 0.01 work, depart, legisl, develop, issu, effort, servic
Topic.6 0.08 0.01 peopl, know, just, come, make, like, work
Topic.3 -0.03 0 nation, famili, work, live, help, serv, world
Topic.8 -0.09 0.01 fund, million, budget, increas, propos, program, provid
Topic.1 -0.13 0.02 busi, energi, creat, compani, work, peopl, econom

Topic.10 -0.29 0.08 econom, futur, educ, opportun, communiti, innov, resourc
Topic.9 -0.68 0.46 health, care, famili, make, work, help, cost

at Fig E.1 and E.2, which present excerpts of speeches that contain a high proportion of Topic
10. Note that Topic 4 and 7 are strong variables for the construction of the first topics canonical
variate. Topic 4 seems to be about general provision of public services, and Topic 7 is clearly about
balancing budget as illustrated by the presence of words such as budget, fiscal, challenge, balance,
tough, difficult, decision etc. Thus, the first topics canonical variate can be interpreted as a contrast
between investing in human capital (education and health care) policies versus provision of public
services and balancing budget policies.

The above identification of the first pair of canonical variates leads us to conclude that higher
contents of higher education and health care in governors’ speeches is associated with greater
subsequent spending on these areas. The positive relationship is captured by the similarity of
the signs of the correlations between these variables and their canonical variates (see Tables 5).
Contrarily, a higher content in budget and provision of public services related vocabulary in the
governor speech is associated with a lower spending in education and health care as suggested by
the opposite sign of the correlation between these topics and the first topics canonical variate.

These findings confirm that the SoSAs are not mere words. The underlying priorities laid out
in the speeches can be measured objectively and the priorities are highly correlated with measured
policy actions. There is a close match between the priorities expressed in the SoSAs and the
priorities revealed in the structure of the states’ budgets.

It should be noted that these results are plausibly biased downward for two main reasons.
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First, the analysis assumes the governor’s favorable attitude when expressing his or her priorities
in the speech (for example, talking more about health care suggests that the governor intends to
spend more on health care). That is not always the case. The governor may be talking about
reforms for more efficiencies. Second, the analysis assumes that the governor has dominant power
in budget planning. Though that is true in most states, it is not true in all states. Consequently,
the correlation between the governor expressed priorities and the structure of the state budget is
probably biased downward. These observations suggest that the application of the current method
to less democratic societies is likely to show stronger results. In these societies, leaders have more
flexibility to talk more about things they care about, instead of managing constituents’ sensibilities
when cutting budgets in some sectors of the economy6.

3.2.2 Robustness of the results

According to the adjusted r-squared criterion (see Appendix B.3), the choice of K = 12 or K = 50
cannot be ruled out. It is therefore necessary to examine the sensitivity of the results to the choice
of K. Table 6 summarizes the test statistics of no correlations between the two sets of variables
(expenditures and themes). The p− values indicate highly significant results; therefore, we reject
the null hypothesis and conclude that there is a correlation between at least one pair of expenditure
and themes canonical variates, for each K. We will focus our attention on the first pair of canonical
variates of each of the different sizes of K for simplicity and relevance (see Tables C.1 , C.5 and
C.9 in appendix C, for detailed outputs).

Table 7 summarizes the canonical correlations for each assumed K. For example, the first row
shows the four canonical correlations under the assumption of K = 10 topics model. Likewise, for
the second and third rows under the assumption of K = 12, and K = 50, respectively.

Table 6: Wilks’ λ test statistics.

test stat (λ ) p-value

K = 10 0.80 ~0
K = 12 0.78 ~0
K = 50 0.50 ~0

The canonical correlations increase with K. Referring to the first column of Table 7 (the column
of the canonical correlations of the first pairs of canonical variates) we note that the increase going
from K = 10 to 12 is minimal (0.02) and the increase from K = 10 to K = 50 (i.e. an approximately
400% increase in the number of topics K) is modest (about 0.18, i.e. 51% increase).

6Democratic regimes tend to be more sensitive to their political environment (Hermann et al., 2001, p.91)
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Table 7: Canonical correlations between the expenditure variables and the themes in the speeches,
for different values of K, the number of topics.

CanCorr_1 CanCorr_2 CanCorr_3 CanCorr_4

K = 10 0.35 0.22 0.14 0.13
K = 12 0.37 0.23 0.15 0.14
K = 50 0.53 0.38 0.36 0.26

0.9 0.17 −0.05 −0.11 −0.33 −0.27

0.15 0.96 0.03 −0.19 −0.3 −0.3

−0.02 0.01 0.99 −0.2 −0.19 −0.12

0.08 −0.18 −0.2 0.11 0.71 0.26

−0.27 −0.16 −0.17 −0.15 0.91 0.35

−0.04 0.23 0.05 0.7 −0.29 −0.29
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Figure 9: Correlations between the relevant topics when K = 10 and when K = 12

Though the canonical correlations increase with K, the interpretation of the first pair of canon-
ical variates does not change with K. The conclusion remains the same whether the analysis is
performed using a 10, 12, or 50 topics model. That is, the focus on health care and higher educa-
tion is positively associated with states’ spending in education and health care, whereas a focus on
balancing the budget and the provision of other public services is negatively associated with states’
spending in education and health care.

For completeness, Fig 9 shows the correlations between the relevant topics for K = 10 and the
relevant topics for K = 12. By relevant topics, we refer to topics used for the interpretation of the
results. We present the complete figure of the correlations in Fig F.1 in appendix F. The darkest
cells of Fig 9 refer to the equivalent topics. By equivalence, we mean for example that the Topic 9
proportions in the speeches when K = 10 is very similar to the Topic 11 proportions of the K = 12
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topics model (their correlation is 0.99). Put differently, the Topic 9 variable refers to the relative
importance of the health care theme in each speech when we consider a K = 10 topics model; The
Topic 11 variable refers to the relative importance of the health care theme in each speech when
we consider a K = 12 topics model. Both of these topics have the same interpretation, based on
their top words; and the correlation between them is 0.99, suggesting that they are almost identical
variables.

To summarize, the robustness check shows that the qualitative interpretation of our results does
not change with the number of topics, K, chosen; reinforcing the idea that the thematic contents
of the governors’ SoSAs contain substantial information with regard to the governors’ priorities
as materialized in the structure of the states’ budgets. That further confirms the hypothesis that
the thematic contents of the governors’ SoSA can be used as a proxy for their policy agendas and
actions.

The major tradeoff in selecting the number of topics involves the increase in explanatory power
against the increase in complexity that reduces our ability to interpret the topics. The interpretation
of the topics is not always straightforward; and the higher the number of topics to interpret, the
harder the task of interpreting them. In the present case, we believe the gain is entirely offset by
the complications of dealing with the larger number of topics. In any case, the basic results are
robust to the choice of the number of topics, K = 10, 12, or 50.

4 Discussion

The present paper provided a rigorous test of the relationship between the thematic contents of the
U.S governors’ SoSAs and budgetary outcomes. We studied the correlation between the themes
covered in their speeches and the structure of the state’s spending on education, health care, high-
ways, and public welfare. We also studied the association between consistency over themes and
business expansion at the state level.

4.1 Main findings

The thematic contents of the U.S governors’ SoSAs and subsequent changes in state expenditures
are correlated. When governors devote more content to education, innovation, technology, and
health care, state expenditure rises in education and health care. When they focus on balancing
budgets and general provision of public services, state expenditures on education and health care
fall. Thus, the LDA-CCA method were successful in uncovering this expected relationship. We
conclude that the thematic contents of the governors’ speeches can be measured, and these mea-
sures are valid proxies for governors’ priorities.
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Moreover, the governors’ commitment to their economic agendas, measured as the consistency
with which they address economic issues, is positively associated with business expansion in their
states.

4.2 Implications

Topic modeling was initially developed as a document retrieval algorithm. For instance, a law firm
may have a case that requires it to browse thousands of documents in search of possible useful
documents for the case. A topic modeling algorithm can be used to quantify the thematic contents
of each document; the firm can then quickly identify the most important documents based on their
thematic contents. The usefulness of the algorithm for social sciences research is just beginning to
be appreciated.

The findings in this paper provide an avenue for studying political leadership and economic
development. As emphasized by David and Michael (2010), political leaders do many things.
Some may be successful in improving the education, health care, security, and institutions of their
states, or countries. By being able to measure their professed priorities as stated in their public
statements, it is possible to study, quantitatively, the link between their priorities and their achieve-
ments. We can analyze more than economic growth, which, though desirable, may follow after
other important factors such as infrastructures, human capital, and institutions have been created.

The main contribution of this paper is to combine LDA with CCA to show that the LDA tech-
nique can successfully reveal leaders’ priorities from their political statements; and that consistency
over priorities may yield desirable outcomes. The case of the U.S. governors’ SoSA provides a
particularly clean test case. Differences in language, traditions and customs are minimized. Fur-
ther, subsequent changes in state expenditures provide a direct measure of actual priorities. If
the technique is successful in revealing leader’s priorities, we can then apply the technique to
more difficult questions. For example, do political leaders who persistently talk about economic
development achieve higher economic growth? Do political leaders who persistently talk about
education improve the education attainment of their school systems? Do political leaders whose
professed priority is business promotion succeed in attracting new businesses? Topic modeling
does not only provide an approach to quantitatively study these associations, it also provides a
path to understanding the mechanisms of these associations, as Fig. 5, and 6 illustrate. These two
figures show concrete and coordinated actions not captured by traditional variables often used to
study the association between policy and economic outcomes. Consequently, we may be able to
address the opacity of the “exact mechanism at work in explaining how leadership matter” (Besley
et al., 2011, p.F219).

The importance of politics for economic development is increasingly being recognized in the
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mainstream economic literature. However, the analysis is mainly theoretical. It has “sought to
develop positive models of how policy actually gets chosen” (Acemoglu and Robinson, 2013).
Evidence remains largely anecdotal or consist of individual case studies; often with a focus on the
role of the state for economic development (Chang, 2002; Reinert, 2007; Evans, 2012; Mazzucato,
2015). The leadership approach focuses on the instrumental role of the lead actor of the state
(David and Michael, 2010). Though the economics literature is still embryonic (Jones and Olken,
2005; Besley et al., 2011; Blinder and Watson, 2016; Easterly and Pennings, 2016), a well formed
theory of political leader as the most significant actor of state policies can be found in political
science (Hermann et al., 2001; Hermann, 2008).

Using dimension reduction methods akin to principal component analysis is well known in
the economics literature (Ram, 1982; Temple and Johnson, 1998; Bernanke and Boivin, 2003;
Bérenger and Verdier-Chouchane, 2007; Tabellini, 2010; Decancq and Lugo, 2013). Topic model-
ing is a hierarchical Bayesian approach of PCA applied to count data.

4.3 Limitations

Though the conclusions are reasonably robust to the choice of the number of topics, the conclu-
sions must be tempered somewhat by the recognition that the choice of the number of topics is not
based on an agreed-upon statistical criterion. Like regular factor models, choosing the appropriate
number K of topics (or components) remains an art rather than algorithmic. Second, associating
a topic with a priority could be complicated by the fact that the LDA algorithm may fail to reveal
the level of positive or negative "sentiment" associated with a given topic. In principle, a speech
that is heavily focused on education could reflect a governor’s priority to reduce spending on edu-
cation. Currently, there is no satisfactory substitute for direct examination of speeches to uncover
this problem. Finally, the LDA algorithm is based on Markov Chain Monte Carlo or Variational
Bayesian estimation methods, and the estimated parameters are approximate and not unique (see
(Bishop, 2006, Chap. 10 and 11)).

4.4 Challenges

There are several challenges to applying topic modeling algorithms to study the association be-
tween political leaders’ priorities and economic outcomes. First, the diversity of languages used
by leaders to communicate make it challenging for cross-country analysis. However, computer
translation can still be useful in converting speeches to a single language. Moreover, the choice of
the types of speeches matters for the type of questions the researcher seeks to answer (Hermann,
2008). Second, the unstructured nature of text data makes it computationally demanding (Einav
and Levin, 2014; Varian, 2014); for example, retrieving and pre-processing the data is not always
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trivial. Guides exist to ease these processes (Munzert, 2014; Silge and Robinson, 2017). Finally,
the interpretation of CCA generated factors are not always obvious.

5 Conclusion

This paper brought together machine learning techniques (LDA), traditional statistical methods
(Linear Regression and CCA), political science ideas and economics case studies to provide a
pathway to systematically quantify political leaders’ priorities and explore the association between
these priorities and economic outcomes.

The role of political leaders for economic growth is a challenging question to study, due in part
to the lack of agreed-upon measures of leadership. This paper argued in favor of using the leaders’
public statements to identify their professed priorities and use these professed priorities as proxies
for what they proclaim to be doing. Using the U.S governors’ SoSA as a test case, we identified
the thematic contents of these speeches and showed that the higher the U.S governors talk about
education at higher level and health care, the more their states spend on education and health care.
The more they talk about balancing budgets, or about general provision of public services, the
lower they spend on education and health care, in general.

The U.S governors’ SoSAs is a felicitous data for matching governors’ professed priorities and
actualized priorities. Indeed, the U.S. governors use the SoSAs to layout their priorities, and to
mobilize constituents to support their proposed budgets. Consequently, the themes covered in the
SoSAs reflect the priorities spelled out in the governors’ proposed budgets. Our findings suggest
that the LDA algorithm can successfully quantify the relative importance of each theme in each
speech; and that these thematic measures strongly correlate with the states’ budgets structure, as
shown by the use of CCA. The paper makes the case that topic modeling provides a pathway
to quantifying political leaders professed agendas, and their commitments to their agendas, as
measured by the consistency with which some themes are present in successive speeches. We
illustrated the importance of this approach to studying leadership and economic performance by
showing that U.S governors’ commitment to their economic agenda is strongly associated with
business expansion. Moreover, our analysis reveals that beyond quantifying leaders’ priorities as
stated in their speeches, we can get a glimpse at the motivations of these priorities and actions taken
to promote them. The paper suggests that further analysis of these and other political speeches may
yield insights into the influence of political leadership on economic development.
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A LDA-CCA

A.1 Latent Dirichlet Allocation: Bayesian Variational Derivation of the Pos-
terior Distribution

A topic φk is a distribution over V unique words, each having a proportion φk,v; i.e φk,v is the
relative importance of the word v for the definition (or interpretation) of the topic k. It is assumed
that:

φk ∼ DirichletV (β )

That is:

p(φk|β ) =
1

B(β )

V

∏
v=1

φ
βi−1
k,v

Where B(β ) = ∏
V
v=1 Γ(βi)

Γ(∑V
v=1 βv)

, and β = (β1, ...,βV ). Since we have K independent topics (by as-
sumption),

p(φ |β ) =
K

∏
k=1

1
B(β )

V

∏
v=1

φ
βv−1
k,v (A.1)

A document d is a distribution over K topics, each having a proportion θd,k, i.e. θd,k is the
relative importance of the topic k, in the document d. We assume:

θd ∼ DirichletK(α)

That is:

p(θd|α) =
1

B(α)

K

∏
k=1

θ
αk−1
d,k

And since we have D independent documents (by assumption),

p(θ |α) =
D

∏
d=1

1
B(α)

K

∏
k=1

θ
αk−1
d,k (A.2)

It is further assumed that βv = β , and αk = α

Let z be the latent topic assignment variable, i.e. the random variable zd,n assigns the word wd,n

to the topic k in document d. zd,n is a vector of zeros and 1 at the kth position (zd,n = [0,0, ...1,0, ..]).
Define zd,n,k = I(zd,n = k) where I is an indicator function that assigns 1 to the random variable
zd,n when zd,n is the topic k, and 0 otherwise.We assume:
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zd,n ∼Multinomial(θd)

That is:

p(zd,n,k|θd) = θd,k

=
K

∏
k=1

θ
zd,n,k
d,k

A document is assumed to have Nd independent words, and since we assume D independent
documents, we have:

p(z|θ) =
D

∏
d=1

Nd

∏
n=1

K

∏
k=1

θ
zd,n,k
d,k

=
D

∏
d=1

K

∏
k=1

Nd

∏
n=1

θ
zd,n,k
d,k

=
D

∏
d=1

K

∏
k=1

V

∏
v=1

θ
nd,v∗zd,v,k
d,k

=
D

∏
d=1

V

∏
v=1

K

∏
k=1

θ
nd,v∗zd,v,k
d,k (A.3)

nd,v is the count of the word v in document d.
The word wd,n is drawn from the topic’s words distribution φk:

wd,n|φk=zd,n,k ∼Multinomial(φk=zd,n)

p(wd,n = v|φk=zd,n) = φk,v

=
V

∏
v=1

K

∏
k=1

φ
wd,n,v∗zd,n,k
k,v

wd,n is a vector of zeros and 1 at the vth position. Define wd,n,v = I(wd,n = v) where I is
an indicator function that assigns 1 to the random variable wd,n when wd,n is the word v, and 0
otherwise.
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There are D independent documents, each having Nd independent words, so:

p(w|φ) =
D

∏
d=1

Nd

∏
n=1

V

∏
v=1

K

∏
k=1

φ
wd,n,v∗zd,n,k
k,v

p(w|φ) =
D

∏
d=1

V

∏
v=1

K

∏
k=1

φ
nd,v∗zd,v,k
k,v (A.4)

The joint distribution of the observed words w and unobserved (or hidden variables) θ , z, and
φ is given by:

P(w,z,θ ,φ |α,β ) = p(θ |α)p(z|θ)p(w|φ ,z)p(φ |β )

The goal is to get the posterior distribution of the unobserved variables:

p(z,θ ,φ |w,α,β ) =
P(w,z,θ ,φ |α,β )∫ ∫

∑z P(w,z,θ ,φ |α,β )dθdφ∫ ∫
∑z P(w,z,θ ,φ |α,β )dθdφ is intractable, so approximation methods are used to approximate

the posterior distribution. The seminal paper of LDA (Blei et al., 2003) uses the Mean Field
Variational Bayes (an optimization method) to approximate the posteriors distribution (See Bishop
(2006, p. 462) or Blei et al. (2017) for an exposition of the theory of the variational method). The
mean field variational inference uses the following approximation:

p(z,θ ,φ |w,α,β )' q(z,θ ,φ) = q(z)q(θ)q(φ)

From Bishop (2006, p.466), we have:

q∗(z) ∝ exp
{

Eθ ,φ [log(p(z|θ))+ log(p(w|φ ,z))]
}

(A.5)

q∗(θ) ∝ exp
{

Ez,φ [log(p(θ |α))+ log(p(z|θ))]
}

(A.6)

q∗(φ) ∝ exp
{

Eθ ,z [log(p(φ |β ))+ log(p(w|φ ,z))]
}

(A.7)

Substituting Eq. A.3 and Eq. A.4 into Eq. A.5 and taking the log gives:
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log(q∗(z)) ∝ Eθ ,φ

[
D

∑
d=1

V

∑
v=1

K

∑
k=1

nd,v ∗ zd,v,k
(
log(θd,k)+ log(φk,v)

)]

=
D

∑
d=1

V

∑
v=1

K

∑
k=1

nd,v ∗ zd,v,k
(
E(log(θd,k))+E(log(φk,v))

)

Note that x|p∼MultinomialK(p) ⇐⇒ log(p(x|p))=∑
K
k=1 xklog(pk), and let’s define log(pk)=

E(log(θd,k)+E(log(φk,v)), so pk = exp(E(log(θd,k))+E(log(φk,v))). Thus,

q∗(z) ∝

D

∏
d=1

V

∏
v=1

K

∏
k=1

[
exp(E(log(θd,k))+E(log(φk,v)))

]nd,v∗zd,v,k

That is,
zd,v|wd,θd,φk ∼MultinomialK(pk)

and by the multinomial properties,

E(zd,v,k) = pk = exp(E(log(θd,k))+E(log(φk,v)))

Next, let’s derive the posterior distribution of θ . Substituting Eq. A.3 and Eq. A.2 into Eq. A.6
gives:

q∗(θ) ∝ exp

{
Ez

[
∑
d

∑
k
(α−1)log(θd,k)+∑

d
∑
k

∑
v

nd,v ∗ zd,v,klog(θd,k)

]}

=
D

∏
d

K

∏
k=1

exp

{
(α +

V

∑
v=1

nd,vE(zd,v,k)−1)log(θd,k)

}

=
D

∏
d=1

K

∏
k=1

θ
α+∑

V
v=1 nd,vE(zd,v,k)−1

d,k

Thus, the approximate posterior distribution of the topics distribution in a document d is:

θd|wd,α = DirichletK(α̃d)

where α̃d = α +∑
V
v=1 nd,vE(zd,v,.). Note that α̃d is a vector of K dimension, and wd is a place

holder for the nd,vs.
By the properties of the Dirichlet distribution, the expected value of θd|α̃d is given by:
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E(θd|α̃d) =
α +∑

V
v=1 nd,vE(zd,v,.)

∑
K
k=1[α +∑

V
v=1 E(zd,v,k)]

(A.8)

The numerical estimation of E(θd|α̃d) gives the estimates of the topics within each document
d, (θd). It is worth noting that E(zd,v,k) can be interpreted as the responsibility that topic k takes for
explaining the observation of the word v in document d. Ignoring for a moment the denominator
of equation A.8, E(θd,k|α̃d,k) is similar to a regression equation where nd,v are the observed counts
of the word v in document d, and E(zd,v,k) are the parameter estimates (or weight) of the words.
That illustrates that the importance of a topic in a document is due to the high presence of words
(nd,v) referring to that topic, and the weight of these words (E(zd,v,k)).

Similarly,

q∗(φ) ∝ exp

{
Ez

[
K

∑
k=1

V

∑
v=1

(β −1)log(φk,v)+
D

∑
d=1

K

∑
k=1

V

∑
v=1

nd,v ∗ zd,v,klog(φk,v)

]}

=
K

∏
k=1

V

∏
v=1

exp

{
(β +

D

∑
d=1

nd,v ∗E(zd,v,k)−1)log(φk,v)

}

=
K

∏
k=1

V

∏
v=1

φ
β+∑

D
d=1 nd,v∗E(zd,v,k)

k,v

Thus, the approximate posterior distribution of the words distribution in a topic φk is:

φk|w,β ∼ DirichletV (β̃k)

where β̃k = β +∑
D
d=1 nd,v ∗E(zd,.,k). Note that β̃k is a vector of V dimension.

And the expected value of φk|β̃k is given by:

E(φk|β̃k) =
β +∑

D
d=1 nd,v ∗E(zd,.,k)

∑
V
v=1(β +∑

D
d=1 nd,v ∗E(zd,v,k))

(A.9)

The numerical estimation of E(φk|β̃k) gives the estimates of the words relative importance for
each topic k, (φk). Ignoring the denominator in equation A.9, E(φk,v| ˜βk,v) is the weighted sum of
the frequencies of the word v in each of the documents (nd,v), the weights being the responsibility
topic k takes for explaining the observation of the word v in document d (E(zd,v,k)).

Here, we have derived the posteriors expected values of the θs and φs using the words counts
nd,v, which is different from Blei et al. (2003). Posterior formulae similar to the current derived
solution can be found in Murphy (2012, p. 962).

In sum, the rows of φK,V =
[
E(φk|β̃k)

]
K,V

are useful for interpreting (or identifying) the
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themes, which relative importance in each document are represented by the columns of θD,K =

[E(θd|α̃d)]D,K .

A.2 Canonical Correlation Analysis

Next, Yq,1, the column vector of expenditure variables, and θK,1, the column vector of the thematic
content variable of the speeches, are used to perform Canonical Correlation Analysis (CCA). Here,
we give a short explanation of CCA. To do so, assume Cov(θ) = Σθ ; Cov(Y ) = ΣY are both positive
definite and Cov(θ ,Y ) = Σθ ,Y = ΣT

Y,θ , where T in ΣT
Y,θ stands for transpose, and Cov(X) stands for

covariance of X .
CCA seeks to identify and quantify the linear associations between two sets of variables. Its

usefulness stems from the fact that Σθ ,Y may be large such that simultaneously making sense of
the elements of Σθ ,Y is unwieldy. Thus CCA summarizes the fundamental relationships contained
in Σθ ,Y into a digestible and informative manner.

Let’s consider two linear combinations of θ and Y as follows:

U = aTY

and
V = bT

θ

Where a ∈ Rq×1 and b ∈ RK×1. Then, we have Var(U) = aT Σya; Var(V ) = bT
Σθ b; and

Cov(U,V ) = aT Σy,θ b. CCA finds a and b to maximize Corr(U,V ).

Max
a,b

Corr(U,V ) =
aT Σy,θ b√

([aT Σya][bT
Σθ b])

(A.10)

Observe that A.10 is invariant to the re-scaling of a and/or b; i.e.

αaT Σy,θ b√
([α2aT Σya][bT

Σθ b])
=

aT Σy,θ b√
([aT Σya][bT

Σθ b])

Since the choice of r-scaling does not affect the correlation between U and V , choosing a and
b to maximize A.10 is equivalent to

Max
a,b

aT
Σy,θ b

subject to
aT

Σya = 1

6



,
bT

Σθ b = 1

The corresponding Lagrangian is:

L(λ ,a,b) = aT
Σy,θ b−

λy

2
[aT

Σya−1]− λθ

2
[bT

Σθ b−1]

The first order condition (FOC) yields:

∂L
∂a

= ΣY,θ b−λyΣya = 0 (A.11)

∂L
∂b

= Σθ ,Y a−λθ Σθ b = 0 (A.12)

Subtracting bT ∂L
∂b from aT ∂L

∂a gives:

aT
ΣY,θ b−λyaT

Σya−bT
Σθ ,Y a+λθ bT

Σθ b = 0

=⇒λyaT
Σya = λθ bT

Σθ b

=⇒λy = λθ = λ

Assuming Σy is nonsingular,

b =
1
λ

Σ
−1
θ

Σθ ,Y a (byequation A.12) (A.13)

Substituting A.13 into A.11 gives:

1
λ

Σy,θ Σ
−1
θ

Σθ ,Y a−λΣya = 0

=⇒
[
Σ
−1
y Σy,θ Σ

−1
θ

Σθ ,Y −λ
2I
]

a = 0 (A.14)

Thus, we have an eigen decomposition problem, where λ 2 and a are respectively the eigenvalue
and eigenvector of the matrix Σ−1

y Σy,θ Σ
−1
θ

Σθ ,Y .
By replacing the solution for a in A.14 into A.13, we solve for b.
To summarize, CCA seeks a and b to maximize the correlation between Ul and Vl where

Ul = aT
l Y , Vl = bT

l θ . al is the lth eigenvector of Σ−1
y Σy,θ Σ

−1
θ

Σθ ,Y ; bl is the lth eigenvector of
Σ
−1
θ

Σθ ,Y Σ
−1
Y ΣY,θ . l = [1,2, ...L], with L = min(q,K) by the property Cov(Ui,Vj) = 0 for i 6= j.

Hopefully the first few U’s and V ’s tells the main stories nested within the two datasets. Note,
λl is the canonical correlation between Ul, and Vl . The correlations between Ul and Y give the
relative importance of each variable yi of Y in the construction of Ul . Likewise, for the correlations
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Figure B.1: Values of Adjusted R-Squared as K changes. K = 4, 7, and 8 seem reasonable

between Vl and θ . For further exposition of CCA, see Johnson and Wichern (2007, Chapter 10)
To relate this development to the main text, referring to the R column of 5, the first four rows of

the table can be understood as Corr(U1,Y ), the fifth row of the table gives the canonical correlation
λ , and the remaining rows of the table gives Corr(V1,θ).

B Selection of K, and parameters posterior distributions

B.1 Selecting K for the Bayesian regression model

We use a traditional model selection approach to select K. We relied on the adjusted r-squared
method to select the K, the number of topics for which the regression model yields the highest
adjusted r-squared. In practice, we iterate the regression model through different values for K (K =

2,3, ...50), and for different dependent variable (one, two, and three period leads). Note that for
our regression model, we use future business entry rate as our dependent variable. Fig B.1 shows
the values of the adjusted r-squared in the y-axis, and the K values in the x-axis. Respectively,
panel A, B, C, and D represent the changes in the values of the adjusted r-squared as K changes
when the dependent variables are the one, two, three period leads, and the combined values of the
adjusted r-squared of the three models.
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Figure B.2: Posterior distributions of the topics’ consistency parameter estimates. From row 1 to
row 3 are regressions with one, two, and three period leads, respectively

In light of Fig B.1, K = {4,7,8} seem to be all reasonable choices for K. Indeed, though there
are values of K for which the adjusted r-squared are bigger than the one given by K = {4,7,8},
those K are too large and would be difficult to interpret without further variables selection methods
(such as LASSO, or subset selection). Consequently, we will consider K = 4 as an optimum
number of topics to work with. We also use K = {7,8} as a robustness check, and found that,
qualitatively, the main results hold.

B.2 Posterior distributions of the parameters estimates

From Fig. B.2, row 1 to row 2, the vertical line represents the zero value of the parameter estimate.
It appears that the posterior distribution of topic 2 is always almost greater than 0, suggesting that
only positive values of topic 2 are consistent with the observed data.
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Table B.1: One period lead regression results

Mean StdDev 2.5% 97.5%

b0 -6.90 3.00 -13.00 -1.20
b1 1.00 0.08 0.87 1.20
t1 2.40 1.20 0.08 4.70
t2 3.20 1.20 0.84 5.50
t3 -1.00 1.20 -3.40 1.40
t4 -1.10 1.30 -3.60 1.40

sigma 7.40 0.47 6.40 8.30

Table B.2: Two period lead regression results

Mean StdDev 2.5% 97.5%

b0 -6.60 2.80 -12.00 -1.10
b1 1.10 0.06 0.95 1.20
t1 2.00 1.10 -0.18 4.20
t2 3.50 1.10 1.30 5.70
t3 -1.50 1.20 -3.80 0.78
t4 -1.00 1.20 -3.40 1.30

sigma 7.00 0.44 6.10 7.90

Table B.3: Three period lead regression results

Mean StdDev 2.5% 97.5%

b0 -7.30 2.70 -13.00 -2.00
b1 1.00 0.07 0.87 1.10
t1 1.30 1.10 -0.82 3.40
t2 2.90 1.10 0.73 5.00
t3 -0.65 1.10 -2.80 1.50
t4 -0.06 1.10 -2.30 2.20

sigma 6.70 0.42 5.90 7.50
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Figure B.3: Panel A: Changes in the log values of the adjusted r-squared as K, the number of
topics, increases. Panel B: Changes of the marginal gain of a unit increase in K.

B.3 Selecting K for the CCA model

We iteratively fit CCA varying K from 2 to 50. For each iteration, the adjusted R-Squared is
computed using the formula R2

ad j = 1− (1− R2) N−1
N−K , where R2 = 1− λ , λ being the Wilks’

λ . 1− λ is interpreted as R2 for simplicity. 1− λ = (1− (1− ρ2)) = R2 for a single pair of
canonical varites. However, for multiple pairs of canonical variates, R2 and 1−λ have a monotonic
relationship.

Fig B.3, panel A shows the log of the adjusted r-squared (derived from the CCA) as K goes
from 2 to 50. There is a diminishing return to adding K, and the marginal gain fluctuates closely
around zero when K > 10 (Fig B.3 , panel B).
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C Canonical correlation results

C.1 For K = 10

Table C.1: Statistical significance test statistics of the canonical correlations.

id stat approx df1 df2 p.value

1 Wilks 0.80 3.30 40 2,209.00 0
2 Wilks 0.92 1.90 27 1,703.00 0.004
3 Wilks 0.96 1.40 16 1,168 0.12
4 Wilks 0.98 1.50 7 585 0.15

Table C.2: Canonical correlations between the expenditure variables and the themes in the speeches

Pair Can_cor r_squared

1 1 0.35 0.13
2 2 0.22 0.05
3 3 0.14 0.02
4 4 0.13 0.02

Table C.3: Correlation between the expenditures raw data and the expenditures canonical variates

Can_var.1 Can_var.2 Can_var.3 Can_var.4

public_welfare_expend -0.09 -0.52 0.30 0.80
highways_expend -0.26 0.33 0.90 -0.07

health_expend -0.39 -0.64 0.10 -0.66
educ_expend -0.98 0.13 -0.06 0.13
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Table C.4: Correlation between the raw topics and the topics canonical variates

Can_var.1 Can_var.2 Can_var.3 Can_var.4

Topic.4 0.39 -0.09 0.06 0.07
Topic.7 0.39 0.34 0.14 -0.01
Topic.2 0.25 0.08 -0.36 -0.06
Topic.5 0.08 -0.29 0.19 -0.05
Topic.6 0.08 0.06 0.40 -0.46
Topic.3 -0.03 -0.52 0.11 0.11
Topic.8 -0.09 -0.04 0.17 -0.10
Topic.1 -0.13 0.03 -0.32 0.52

Topic.10 -0.29 0.02 -0.51 -0.36
Topic.9 -0.68 0.45 0.02 0.34

C.2 For K = 12

Table C.5: Statistical significance test statistics of the canonical correlations.

id stat approx df1 df2 p.value

1 Wilks 0.78 3.10 48 2,236.00 0
2 Wilks 0.91 1.80 33 1,712.00 0.01
3 Wilks 0.96 1.30 20 1,164 0.18
4 Wilks 0.98 1.30 9 583 0.25

Table C.6: Canonical correlations between the expenditure variables and the themes in the speeches

Pair Can_cor r_squared

1 1 0.37 0.14
2 2 0.23 0.05
3 3 0.15 0.02
4 4 0.14 0.02
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Table C.7: Correlation between the expenditures raw data and the expenditures canonical variates

Can_var.1 Can_var.2 Can_var.3 Can_var.4

public_welfare_expend -0.07 -0.53 -0.82 -0.19
highways_expend -0.21 0.35 -0.47 0.79

health_expend -0.41 -0.61 0.48 0.48
educ_expend -0.98 0.14 -0.12 -0.09

Table C.8: Correlation between the raw topics and the topics canonical variates

Can_var.1 Can_var.2 Can_var.3 Can_var.4

Topic.2 0.62 0.49 -0.25 -0.26
Topic.8 0.27 0.28 -0.21 0.19

Topic.10 0.23 -0.05 -0.05 -0.13
Topic.5 0.16 -0.26 0.07 0.20
Topic.7 0.12 0.11 0.05 0.61
Topic.6 0.11 -0.31 -0.08 0.21
Topic.3 0.11 -0.05 0.37 -0.29
Topic.4 0.004 -0.49 -0.16 0.03
Topic.9 -0.07 0.05 0.05 0.19
Topic.1 -0.31 -0.20 -0.23 -0.38

Topic.12 -0.32 0.07 0.54 -0.20
Topic.11 -0.67 0.44 -0.34 -0.15
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C.3 For K = 50

Table C.9: Statistical significance test statistics of the canonical correlations.

id stat approx df1 df2 p.value

1 Wilks 0.50 2.00 200 2,166.00 0
2 Wilks 0.70 1.40 147 1,628.00 0.001
3 Wilks 0.81 1.20 96 1,088 0.07
4 Wilks 0.93 0.83 47 545 0.79

Table C.10: Canonical correlations between the expenditure variables and the themes in the
speeches

Pair Can_cor r_squared

1 1 0.53 0.28
2 2 0.38 0.14
3 3 0.36 0.13
4 4 0.26 0.07

Table C.11: Correlation between the expenditures raw data and the expenditures canonical variates

Can_var.1 Can_var.2 Can_var.3 Can_var.4

public_welfare_expend -0.20 -0.89 0.33 -0.25
highways_expend -0.27 -0.28 -0.03 0.92

health_expend -0.40 0.49 0.77 0.10
educ_expend -0.97 0.01 -0.24 -0.03
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Table C.12: Correlation between the raw topics and the topics canonical variates

Can_var.1 Can_var.2 Can_var.3 Can_var.4

Topic.47 0.38 -0.11 -0.23 0.16
Topic.37 0.26 -0.29 -0.32 0.08
Topic.18 0.26 0.09 0.05 -0.02
Topic.42 0.25 0.12 0.03 -0.14
Topic.11 0.24 -0.06 -0.31 -0.05
Topic.16 0.21 0.01 0.05 0.41
Topic.8 0.20 -0.25 -0.02 0.18

Topic.33 0.20 -0.06 -0.03 0.06
Topic.24 0.20 -0.08 0.24 0.05
Topic.45 0.19 0.25 -0.15 -0.03
Topic.26 0.15 0.04 0.12 -0.19
Topic.39 0.15 0.20 -0.05 -0.03
Topic.14 0.13 0.03 0.05 0.04
Topic.50 0.09 -0.02 -0.02 -0.13
Topic.48 0.09 -0.14 0.02 -0.05
Topic.10 0.09 0.21 -0.13 -0.26
Topic.2 0.08 0.05 0.01 0.09

Topic.12 0.07 0.19 -0.05 0.24
Topic.40 0.07 0.02 0.14 0.21
Topic.20 0.06 0.16 -0.10 -0.09
Topic.27 0.04 0.08 0.03 0.05
Topic.15 0.04 0.14 -0.25 0.11
Topic.44 0.04 -0.11 -0.37 -0.07
Topic.35 0.03 0.05 0.12 0.03
Topic.31 0.03 0.02 -0.05 0.19
Topic.30 0.02 -0.23 0.28 -0.11
Topic.23 0.02 0.09 0.38 0.05
Topic.41 0.01 -0.11 0.04 0.13
Topic.1 -0.004 -0.0001 0.01 -0.38

Topic.38 -0.004 0.20 0.04 0.13
Topic.13 -0.02 0.08 -0.12 -0.002
Topic.32 -0.03 -0.01 0.09 0.04
Topic.46 -0.05 -0.05 0.23 -0.09
Topic.17 -0.06 -0.18 0.29 0.05
Topic.19 -0.06 0.23 -0.04 -0.13
Topic.3 -0.07 -0.01 -0.14 0.17
Topic.7 -0.10 -0.04 -0.08 -0.09
Topic.5 -0.11 -0.06 -0.07 0.11
Topic.21 -0.11 0.02 -0.02 -0.03
Topic.29 -0.14 0.14 -0.05 -0.07
Topic.6 -0.17 -0.08 -0.09 -0.08
Topic.4 -0.17 -0.07 0.16 -0.24
Topic.36 -0.17 -0.12 -0.19 -0.08
Topic.22 -0.18 0.03 -0.04 -0.36
Topic.28 -0.19 -0.17 0.03 -0.002
Topic.25 -0.19 -0.20 -0.11 -0.03
Topic.9 -0.24 0.14 0.01 -0.02
Topic.34 -0.26 -0.01 -0.15 -0.11
Topic.49 -0.33 0.12 0.02 0.08
Topic.43 -0.45 0.01 -0.30 0.24

16



D Topics Words Tables

Only the relevant topics are shown in the tables below.

D.1 For K = 10

Table D.1: Descending, ordered list of the important words for each topic

Topic 1 Topic 2 Topic 4 Topic 7 Topic 9 Topic 10

busi reform work budget health econom
energi govern depart govern care futur
creat system legisl econom famili educ

compani spend develop make make opportun
work chang issu educ work communiti
peopl school effort work help innov

econom incom servic busi cost resourc
produc rate govern servic children invest

help billion continu face insur provid
make busi governor challeng afford develop

develop taxpay public balanc protect build
build cost communiti dollar provid growth
invest make import public communiti qualiti
nation propos administr fiscal invest continu
train public program decis access succeed
like pass citizen citizen peopl ensur

industri properti process difficult citizen grow
power choic member revenu medic support
home growth offic tough drug challeng
high administr area effici expand plan

million competit look creat support transport
technolog local resourc save home commit

worker four improv spend program univers
manufactur better address reduc school strong

just good encourag fund plan water
countri financ employe recess safe servic

workforc lower system futur live prosper
plant rais educ governor legislatur best
grow benefit respons agenc colleg land
good econom general respons continu vision
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D.2 For K = 12

Table D.2: Descending, ordered list of the important words for each topic

Topic 1 Topic 2 Topic 8 Topic 10 Topic 11 Topic 12

energi busi budget develop health econom
compani work econom communiti care educ

creat govern public work famili invest
produc make face public cost futur
develop servic govern provid help colleg

busi peopl challeng effort make opportun
peopl budget futur program insur innov
nation econom make resourc work grow
build better fiscal improv children univers
help employe difficult servic afford high
work help crisi commit provid communiti

million creat balanc ensur citizen build
industri depart respons initi access continu
power save come addit school best

econom agenc problem protect worker growth
home educ revenu includ invest qualiti
make offic california safe protect world
train effici recess succeed peopl busi

invest general decis propos plan make
manufactur continu tough respons creat higher

plant focus children plan busi work
like best protect support medic succeed

technolog cost choic system support strong
renew keep governor administr expand support
plan move plan continu nation prosper

project worker recoveri water join fund
just hard take drug coverag global

research good peopl center child life
dollar employ ahead local safe centuri
market look turn goal prescript young
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D.3 For K = 50

Table D.3: Descending, ordered list of the(Einav and Levin, 2014; Varian, 2014) important words
for each topic

Topic 18 Topic 34 Topic 37 Topic 43 Topic 47 Topic 49

nation energi depart health govern world
rate power believ care servic innov
educ renew focus insur employe technolog

incom produc make cost cost centuri
rank wind board afford work global

improv electr process famili effici econom
growth effici director coverag save grow
averag clean govern medic better scienc

past like execut access make prepar
busi compani team reduc agenc lead

continu econom agenc expand improv high
better make manag provid taxpay famili
higher build budget help health chang
best just servic home reduc make

made keep final hospit citizen futur
succeed reduc educ doctor effect generat
number generat includ plan like home
import natur posit premium spend challeng
good nation exampl cover look competit
decad industri local uninsur respons fuel
reduc lead grant protect move leader
citizen sourc structur pass money compet

unemploy fuel differ prevent offic research
system plant commiss increas result industri
econom take better direct elimin engin
lowest resourc number offer growth depend

program save offic child administr design
lower price order join chang transform
place conserv approach nurs creat succeed
just exampl attract system consolid afford
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E Highlight of Key Words in Texts

We constructed a software which highlight the key words of a given topic in a chosen text. Here,
we show the highlight of the higher education topic (Topic 10) key words in two speeches in which
the topic is highly represented.

Figure E.1: Excerpt of the SoSA of the governor of Maryland in 2001 (Education, Science, Inno-
vation and Technology)
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Figure E.2: Excerpt of the SoSA of the governor of Nebraska in 2011 (Education, Science, Inno-
vation and Technology)
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Figure E.3: Excerpt of the SoSA of the governor of Iowa 2011 (Topic 7, Balanced Budget)
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Figure F.2: Correlations between the topics when K = 10, and the topics when K = 50.
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G Similarity between the results under different Ks

To see the similarity between the three results, recall that for K = 10, the highest contributing
variables for the first expenditures canonical variate are education and health care expenditures
(Table 5). This observation remains true when K = 12 or 50 (see the correlations between the first
canonical variate and the raw expenditure variables in Tables C.7 and C.11 in appendix C). Table
G.1 compares the main contributing topics to the first topics’ canonical variate, for each assumed
K (full results can be found in Tables C.8 and C.12 in Appendix C). First, the first three columns
of Table G.1 list the words distributions of what we identified as higher education, innovation and
technology topic under K = 10 (noted Top.10_10), K = 12 (noted Top.12_12), and K = 50 (noted
Top.49_50), respectively. For K = 50, Topic.49 (Top.49_50) does not show education in the words
list. However, a closer look at the words list reveals the prominence of innovation, science, research
and technology for this topic (see Fig G.1). Additionally, we note that for K = 50, Topic 9 is also
important for the first topics canonical variate. Topic 9 is clearly about college level education (see
Fig G.1). Topic 9 and Topic 49 for K = 50 seem to be a split of Topic 10 for K = 10. Moreover,
Topic.12 for K = 12 shows clearly that the topic refers to college level education as words such
as “college”, “university”, “innovation”, and “higher” are prominent in the words list. Second, the
next three columns compare the health care topic for K = 10,12, and 50; the health care theme is
fairly easy to identify, since it shows “health” and “care” as the top words in the words lists. Third,
the last two columns are all referring to the balancing of budget topic for K = 10, and for K = 12.
The balanced budget topic is negatively associated with spending on education and health care in
all three assumed K.

25



Figure G.1: Comparison of Topic.10 when K = 10, Topic.12 when K = 12, and Topic.49 when K
= 50
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Table G.1: Comparison of the topics’ words for different topic model (K = 10, 12 and 50)

Top.10_10 Top.12_12 Top.49_50 Top.9_10 Top.11_12 Top.43_50 Top.7_10 Top.8_12

1 econom econom world health health health budget budget
2 futur educ innov care care care govern econom
3 educ invest technolog famili famili insur econom public
4 opportun futur centuri make cost cost make face
5 communiti colleg global work help afford educ govern
6 innov opportun econom help make famili work challeng
7 resourc innov grow cost insur coverag busi futur
8 invest grow scienc children work medic servic make
9 provid univers prepar insur children access face fiscal
10 develop high lead afford afford reduc challeng difficult
11 build communiti high protect provid expand balanc crisi
12 growth build famili provid citizen provid dollar balanc
13 qualiti continu chang communiti access help public respons
14 continu best make invest school home fiscal come
15 succeed growth futur access worker hospit decis problem
16 ensur qualiti generat peopl invest doctor citizen revenu
17 grow world home citizen protect plan difficult california
18 support busi challeng medic peopl premium revenu recess
19 challeng make competit drug plan cover tough decis
20 plan higher fuel expand creat uninsur effici tough
21 transport work leader support busi protect creat children
22 commit succeed compet home medic pass save protect
23 univers strong research program support prevent spend choic
24 strong support industri school expand increas reduc governor
25 water prosper engin plan nation direct fund plan
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